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BASICc CALCULUS

1.1 Introduction

1.1.1 Limits, Continuity and Differentiability

a. As x tendsto a (x —» a) = xis moving towards a
A value | is said to be limit of a function f(x) at x > a if f(x) > lasx — a.
It is mathematically defined as
limf(x) = 1= lim f(x) = lim f(x)

A function f(x) is said to be continuous at x = a if

limf(x) =1=f(a) = f()lx=a

Note:
For lim f (x) to exist, the function need not be continuous at x = a.
x—-a

But for f(x) to be continuous at x = a, limf (a) should exist.
xX—-a

)
i y=fix)
fic)‘
vl
79 i
o pPErESRE I
X —d
_—
X—>da
)
Fig. 1.1
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A continuous function f(x) is said to be differentiable at x = a if lim

f'(a) = tan 8 where 0 is the angle made by the tangent to the curve at x=a with x — axis.

() O™ =nx"t

(i) <=(sinx) = cosx

(iii) <= (cosx) = —sinx

(V) < (tanx) = sec?x

(V) < (cotx) = —cosecix

N d
(vi) a(sec X) =secx.tanx

(vii) % (cosecx) = —cosecxcotx
(viii) <= (sin~x) = == —1 <f=
(ix) %(cos‘lx)=\/1___1xz,—1<x<1
) o (tan'x) =

(xi) < (cot™ x) =—

(xii) % (sec™1x) = IXI*/%

(xiii) =~ (cosec™'x) = W% X >1

.. d
(xiv) = (log,x) = Tlog.a

(xv) ==(logex) =+

(xvi) dix(ax) =a*.log, a
(xvii) dix(ex) = ¥
(xviii) = (|x[) = 2L (x # 0)

(xix) % (x*) =x*(1 + log, x)

(xx) % (sinhx) = coshx

Basic Calculus

FEI=1(@) oyists.
xX—a

x—-a

F)ly=a = f1(a) = lim LA

xX—a
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% (f().9() = f(2).g'C0) + f'(2). g(x)

d(uvw) = uvw'+ uv'w + u'vw

Basic Calculus

dx \g(x)

f(x)=[x] =n,Vvn<x<n+ lwheren € Z

lim[x] = A ifaisan integer

xXx—-a

LHL =lim[x]=a-1

a4 (@) _ gL O-F(0).9'®)
(9()*

,(g(x) # 0)

x-a~
RHL.= lim[x]=a
x—-at
y
A
3
i MM e o I T
i Al e : i
A R T T -~ - -G8 T i
-ii -ZE -li 0 gl §2 53 i
AN W W 4
i e NG RN SN 47 o
A e e 4
B i = o i N 5‘
FUUUUN ANUUNT RO ISUUUE SUUN U U |
Fig.1. 2 Greatest Integer
()  lim(f(x) £ g()) = limf(x) £ limg(x)
xXx—-a x—-a xX—-a

(i)

(iii)

lim(f (x). g(x)) = limf (x). limg (x)

limf(x)
lim L% = L(limg(x) * 0)
xX—a

x>a g(x)  limg(x)
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(iv) If limf(x) exists and limg(x) = 3, then limf (x). g(x) MAY exist
x—a x—a x—a

Basic Calculus

Ex: let f(x) = sinx, g(x) = i iilréf(x) =0, il_r)réi

But llmsmx -=1
x—0

fOO _0, o
V) IF L = 3 (002, then i‘l’ég(x)

If 1im 22 =  (or) 2, then Lim

x-ad (x)

x—»ag’( )

(vi) If llm(f(x) gx) =0x0= llm

sinx

O e

(i) m===1
x-a X

. 1-cosax a?

(i) fﬂfé =

(iv) limE=0
xX—wo X

v) im=X=0
x-0w X

(vi) lim(1+ ax)b/x = eab
x>

(vii) Lim (1 + %)bx = eab

X—00

a*+b* 1/x
(viii) tim (=) " = Vab

x—0

XX 42X x\1/x n
(iX) lim (1 +2%43*+..4n ) _ \/ﬁ

x—0 n

(€9] i%T log. a; llm .

(xi) i%x.sin (;) =0

L (9

x—>a g'(x)

H( )

0

1=1

x—a g"(x)

)

und SO on

=3

= (Apply L- Hospital Rule again)

1.2 Mean Value Theorems

1.2.1 Lagrange’s Mean Value Theorem (LMVT):

If f(x) is continuous in [a, b] and it is differentiable in (a, b) then 3 at least one point ‘C” such that C € (a, b) and

f10) =

fb) - f(a)

b—a

GATE WALLAH MECHANICAL HANDBOOK
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Basic Calculus
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Here f'(C) slope of tangent to f(x) at x = C.

Tangent at x = ¢ is parallel to the line connecting the points A and B
J(x)
A

AL B(b. f(2))

fla)

Fig.1.3 LMVT

If f(x) is continuous is [a, b] and differentiable in (a, b) and f(a) = f(b) then 3 at least one-point Ce (a, b) such that
f(€)=0.

y = fx)

[ T

Ab)-fa)-

Fig.1.4 Rolle’s mean value

1.2.3 Cauchy’s Mean Value Theorem

If f(x) and g(x) are continuous in [a, b] and differentiable in (a, b) then 3 at least one value of ‘C’ such that C e
g'©) _ g)-g(a)
@b)and = = rorr@

1.3 Increasing and Decreasing Functions

1.3.1 Increasing Functions

A function f(x) is said to be increasing if f(x;) < f(x;) V x; < x,
Or

GATE WALLAH MECHANICAL HANDBOOK 12.5



Basic Calculus

5

A function f(x) is said to be increasing if f(x) increases as x increases.
For a function f (x) to be increasing at the point x=a, f'(a) > 0.
Example:
e, logex — Monotonically increasing functions
sin x in (0, ©/2) — non-monotonic functions

1.3.2 Decreasing Functions

A function f(x) is said to be a decreasing function if f(x;) > f(x,)Vx; < x;

A function f(x) is said to be decreasing function if f(x) decreases as x increases.

Example: e —Monotonically decreasing function sin x in (% n)

1.4 Concept of Maxima and Minima

Let f(x) be a differentiable function, then to find the maximum (or) minimum of f(x).

(1) Find stationary points from the equation f'(x) = 0. Let ‘X0’ be the stationary point.
(2)  Find the value of f"(xo)

Case (i): If f"(xy) < 0, then the function f(x) has maximum at x = Xo and the maximum value of the function is f(x,).
Case (ii): If f"(xq) > 0, then the function f(x) has minimum value at x = Xo and the minimum value is f(x).
Case (iii): If f"(xy) =0, then the we cannot comment on the existence of maximum (or) minimum of f(x) at x = Xo.

Such points are called points of inflection (or) Critical points.
Example: x = 0 is a critical point of f(x) = x3

y=x

X < > X

0

x=0 1is point of
inflection

4
-y
Fig. 1.5 Graph of x3
flx) =x°

= fl(x)=3x2=0 = x=0

f7(x) = 6x = f"(0) = 6(0) = 0

GATE WALLAH MECHANICAL HANDBOOK 12.6



Basic Calculus

5

1.5 Taylor Series

If f(x) is continuously differentiable (f'(x), f"(x), f"'(x),..... exists) then the Taylor series expansion of f(x) about
the point x = a is given by

f(x) =f(a)+f’(a)(X—a)+f”(a)(x—a)2+f'%!@(x—a)3.+...oo

1! 2!

_ _ f1(0) fr1(0) fr11(0)
Ifa=0,then f(x) = f(0) + —~x +—; x? + ot

@)

n!

The coefficient of (x — a)" in the Taylor series expansion of f(x) is

The general expansion of Taylor series is given by f(x + &) = f(x) + h% + hz.% + h3.%(!x)+ ...... 0
¢ Finding the expansion of ¢* about x =0

f)=e*=f(0)=e’=1
f)=e*=f(0)=e’=1£"(0)=f"0)=f"0)=..=1
fO) =¥ =1+(x—0)x+ (x— 025 +(x— 03— +.....

2 3
= Ea (et T e et b
1! 2! 3!

1.6 Integral Calculus

If F(x) is anti-derivative of f(x) that is continuous and differentiable in (a, b), then we write f;:; f(x)dx = F(b) —
F(a). Here f(x) is integrand
If f(x) >0Va <x <b,the f; f(x) dx represents the shaded area in the given figure.

y5f(x)

/.

x=a x=b =
Fig.1.6 Integration of continuous function

1.6.1 Mean Value Theorem of Integration

If f(x) is continuous in [a, b] and differentiable in (a, b) then ‘3’ atleast one-point C e(a, b) such that

o [P feoax
F(0) =1L

GATE WALLAH MECHANICAL HANDBOOK 12.7
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Y=Ax)

B /4‘/‘
Y =fle) ; ¢

»
»

A ; D
0 x=a C x=bh

> x

Fig.1.7 Mean value of integration

1.7 Newton-Leibnitz Rule

I f(x) is continuously differentiable and ¢(x), ¥(x) are two functions for which the 1% derivative exists, then

d P(x)
E( f(X)dx> = f(W (). Pp'(x) — fF(d().¢'(x)
b(x)

2
EX. :—x(f; sinxdx) = sin(x?).2x —sinx.1 = 2x sin(x?) — sinx

1.8 Some Standard Integrals

n xn+1
1. Jx dx=——+Cn#-1)
2. f%dx=loge|x|+C

3. [sinxdx=—-cosx+C

4.  [cosxdx =sinx+C

f'x)
5. fr;c)dleogelf(x)l+6

6. [tanxdx=—[—-"%dx=—log,|cosx|+C

cosx

= [tanxdx = log, | secx |+ C

cosx

7. Jcotxdx={ dx = log,|sinx| + C = —log.|cosecx| + C

sinx

8. [secxdx = log, |secx +tanx |+ C

__ rsecx(secx+tanx) _
[secxdx = f—(secx+tanx) dx =log.|sec x + tanx| + C
9. [ cosecxdx = log,|cosecx — cotx| + C
X
10. [a*dx=——+C
logea

GATE WALLAH MECHANICAL HANDBOOK 12.8
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11.

12.

13.

14.

15.

[——dx=log,x+C

x.logea
[x*(1+ log,x)dx = x* + C
[F@) . fo0dx =3 (FG0) +C
') _
fmdx =2./f(x)+C

If f(x), g(x) are two functions. that are differentiable, then

J ). g()dx = f(x). [ gC) = [ f'(x) (g(x)dx)dx + C

Before integrating the product, the functions f(x) and g(x) are to be arranged according to the ILATE Principle.
Here, ILATE stands for INVERSE LOGARITHMIC ALGEBRAIC TRIGONOMETRIC EXPONENTIAL.

1.9 Properties of Definite Integrals

Ex.

If f(x) is differentiable in interval (a, b), then f;f(x) dx = — fbaf(x) dx
If 3 a point C € (a, b) such that f(x) is not differentiable, then
fff(x) dx = facf(x) dx + fcbf(x) dx
If f(x) is continuously differentiable function,
JE f @) dxe = 2% [ f(x) das if £ (—x) = f(x)
f(x)" is even function™)
0; if f(—x) = —f(x)(= f(x) is odd function)

SR FQ) dx =2 % [T F(0) dx if f(2a - x) = f(x)
[P F@ydx = [P fla+b—x)dx

b fx) _ (b-a
fa fOO+f(a+b-x) ( 2 )

(i) frc/z sinx _ %

0  sinx+cosx
. /2 1 _(m/2 1 _(m/2 Vcos x _ T
(i) J, dx =[] de= |y e =y

0  1+tanx 1+(\/sinx)
VCOS X

3 Vx _ (3-2\ _1
i) f == (50 =3
. /2 Vtanx _T
(IV) fO \/tanx+\/cotxdx T4

/2 . m _[m/2 m __ (m-1)x(m-3)x(m-5) 1 2
Jo Tsinmxdx = [['" cos™x dx = s — x...(z) (or) s x K

Where K = =/2 if m is even

=1ifmis odd.
frt dx _ T
0 a2cos?x+b%sin?x ab
frt/Z dx _ T

0 aZcos?2x+b?sin2x  2ab

GATE WALLAH MECHANICAL HANDBOOK
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1.10 Length of a Curve

If y = f(x) is a differentiable function in (a, b), then the length L of the curve y = f(x) betweenx =aand x =b is
given by

1) 4

)
]
]
]
)
)
]
I
]
.
0 x=a 77

Fig.1.8 Length of the curve

1.11 Surface Area of Solid generated by revolving a curve about a fixed axis.

Elemental Surface Area
dA = 2ny X ds = 2myds

_ 2
— Total surface area = A = f;:f 2wy |1+ (Z_i) dx

Y=Ax)

Fig.1.9 Surface area

GATE WALLAH MECHANICAL HANDBOOK 12.10
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1.12 Volume of the solid

The volume of the solid obtained by revolving the curve y = f (x) between the lines x = a and x = b is given by

=b =b =b dy\?
V= av = [T myrds = [ nyt 1+ (2) dx

= V= f;:: ny?dx

Yy Ax)

Fig.1.10 Volume of the solid

1.13 Gamma Function

The integral f0°° e *.x™" 1 dx(n > 0) is called Gamma function of n. It is denoted by I'n = fgo e *x" ldx .

1.13.1 Properties of Gamma Function
(i) m=m-1)!
(i) 'n+1) = n)!
(iii) [(n+1) =nln

vy r(3)=vm

2

1.14 Beta Function

The function B (m, n) = fol x™™1 (1 —x)" L dx (m, n>0) is called B function of m and n.

1.14.1 Properties of 3 function

i) Bmm) = T
(i) p(m,n) = p(n,m)
(i) p(m,n) = [ T dx

© xTL—l

,B(Tl, m) = fo (1+x)m+n dx

(iv) sinP@.cos? 6 dx = %,B (pTH,qTH) (p,q >-1)

GATE WALLAH MECHANICAL HANDBOOK
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1.15 Area under the curves

If the function f(x) > g(x) for all values of x between x=a and x=b then
A= [ foodx [ g(x)dx

> A=[2(f(0) - g(x)) dx

A ‘ y f(x)

Fig.1.11 Area under curve

1.16 Multi Variable Calculus

A function f(x, y) is said to be continuous at (a, b) if )lcilr;f(x, ) i)
y—b

If f(x, y) is a continuous function, then the derivative of f(x, y) with respect to x treating y as constant is given by p
_9f _ li fOet+hy)—f(x,y)
===lim———————

ox h—0 h

The derivative of f(x, y) with respect to y treating x as constant is given by g = Z_f, = ,‘(‘T’éw

A function f (x, y) is said to be homogenous function of degree ‘n’ if f(kx, ky) = k™. f(x,y).
EXx. f(x,y) =x3—3x%y +3xy? +y3

= flkx,ky) = (kx)*® = 3(kx)?(ky) + 3(kx). (ky)? + (ky)?

k3(x3 — 3x%y + 3xy? + y3)

k3. f(x,y) = f(x,y) is a homogenous function of degree ‘3°.

If f (X, y) is a homogeneous function of degree ‘n’ then

. of of
@i «x. +y.£ =nf

ox

.. o%f o%f %f
(i) xz.ﬁ + ny%'l'yzﬁ =n(n— 1)f

GATE WALLAH MECHANICAL HANDBOOK 12.12
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Iff(x, y) = g(x, y) + h(x, y) + ¢(x, y) where g (x, y), h (x, y) and ¢(x, y) are homogenous functions of degrees m, n and
p respectively, then

] ]
x.£+y.£=m.g(x,y)+n.h(x,y)+p.¢(x,y)
22 20y 2y 2L 4 2 2L (m = 1), g(x,y) + n(n — 1).h(x,y) + p(p — 1) $(x, y)
" 0x2 y'axay y 'ayz -g\x,y ' Y p(p . Y

If f(x, y) is a two-variable differentiable function, then to find the maxima (or) minima.
Step-1: Calculate p = g—i and q = g—£ and equatep=0,g9=0

Let (Xo, Yo) be a stationary point.

2 2 2
Step-2: Calculater, s, t where r = a—’; DS = O°f = a_,;
%% (x0,0) 0x.0y (X0.Y0) dy

(%0,Y0)

Case (i): If rt — s2 > 0 and r > 0, then the function f (x, y) has minimum at (o, yo) and the minimum value is

f(Xo, yo)

Case (ii):If rt — s2 > 0 and r < 0, then the function f (x, y) has maximum at (Xo, Yo) and the maximum value is

f(Xo, yo).

Case (iii): If rt — s? < 0 ; then we cannot comment on the existence of maxima and minima.

Such stationary points where rt — s < 0 are called saddle points.

If f(x, y, 2) is a continuous and differentiable function, such that the variables x, y and z are related/constrained by the
equation ¢(x, y, z) = C then to calculate the extreme value of f(X, y, z) using Lagrange’s Method of unidentified multipliers.

Step-1: Form the function F(x, y, z) = f(x, y, z) + A{d(X, y, Z) — C} where A is a multiplier.

Step-2: Calculate a—F, 9 and 2£ and equate them to zero
dox dy 0z

Step-3: Equate the values of A from the above 3 equations and obtain the relation between the variables x, y and z.
Step-4: Substitute the relation between x, y and z in ¢(X, y, z) = C and get the values of x, y, z. Let they be (Xo, Yo, 20).
Step-5: Calculate f(xo, Yo, 20)

The value f(xo, Yo, 20) is the extreme value of f(x, y, z).

If f(X, y) is continuous and differentiable at every point within a region ‘R’ bounded by some curves is given by

1= [f, f(x,y) dxdy

If there is a double integral,

GATE WALLAH MECHANICAL HANDBOOK 12.13
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F= [0 O feoy)dydx [Lety(9) > 6(X)]

Then | = area of the region bounded by the curvesy = ¢(x); y = ¥(x), x=aand x=b if f(x,y) = 1
Value of x — co-ordinate of centroid of the region bounded by y = ¢(x); y = w(X); x=a,x=b
if f(x, y) =x

_ x=b ry=1y(r) _ x=d rx=h()

In change of order of Integration, the order of the Integrating variables changes and the limits as well.

Qaad

GATE WALLAH MECHANICAL HANDBOOK 12.14



DIFFERENTIAL EQUATIONS

2.1 Differential Equation

The equation involving differential coefficients is called a Differential Equation (DE).

2 4y 2 _
1. Xty =0

T T
, BT _
' axz2 ot
2%u 2%u
2 —_— 2 —
3. x5ty ‘352 0

2.1.1 Ordinary Differential Equations (ODE)
The DEs involving only one independent variable is called ordinary differential equation.
Ex.
2dy 2 _ N
1) «x LTy = 0;

) e‘x-Z—z+y2 =e*

2.1.2 Partial Differential Equations

The DEs involving two (or) more independent variables are called Partial Differential Equations (PDES).
Ex.

?u _ ., 0%u

dx2 at2

2.1.3 Order and Degree of a Differential Equation

Order of a DE
The order of the highest derivative that occurs in a DE is called order of a DE.

GATE WALLAH MECHANICAL HANDBOOK 12.15



[ Differential Equations @
A\ V4
Ex

3
(1) @4_(‘1_3’) —y=0 — Order =2
) d_y+2.dz—y+‘ﬁ7y—3x2:ex — Order =3
B) —==.— — Order =2

4 —==-= — Order =2

2.1.4 Degree of a Differential Equation

The Degree of the highest order derivative that occurs in a DE when the DE is free from fractional (or) radical powers.
Ex.

IS)
N
<

(1)  The Degree of the DE

(2)
(2)  The Degree of the DE (dz—y) + (d—z)s +4y=0is2
= (@) =(@) )

- (-

2.2 Formation of Differential Equations

If a solution y = f(x) contains n arbitrary constants in it, then differentiate y for n times and calculate y’, y", y"",....y™
So, from the (n + 1) equations available,try to eliminate the arbitrary constants in y = f(x)

 The different equation formed for the solution y = c;ef1* + C,eX2* where C,, C; are arbitrary constants is
— = (K + Kz) .t (K1-K3)y
e If the solution is y = C,eX1* + C,eX2* + C;e%3* where C,, C,, Cs are arbitrary constants, then the DE is y'"’ —
(K1 + Ko + K3)y" + (K1 K; + K K3 + K3K))y' — (K1 KK3)y = 0
2.2.1 First Order DE

The general form of a 1% order DE is given by Z—z =f(x,y)

dy _ _Mxy)
If = N(iy) =f(x,y)

e N(x,y)dy + M(x,y)dx =0
e Mdx + Ndy = 0 where M, N are functions of x and y.

GATE WALLAH MECHANICAL HANDBOOK 12.16
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2.2.2 Linear ODE:

A DE is said to be linear if it does not contain the higher power terms of dependent variable

dx dx

ici dy ady | (dy)?®
coefficient (y.dx,y dx,y(dx) A )
EX.

2 3 4 dy 2 dy 3 . . . . .
A A A (—) (—) ,.... ] and also the terms containing the product of dependent variable and its differential

2
(1) xz.%—SxZ—i’+6y=0

YWy
2 dx—Sy—smx
@Y eV iy = i
Tz o Tsiny=0 — Non-linear DE
o v iy
Here, siny =y —2-+57.-

By _ 5 Wy sinx = -
* Sz o tsinx=4y — Linear DE

2.3 Solving of Differential Equations

2.3.1 Solving of 1st Order DE

If the 1 order DE is given by % = ¢(x).Y()

= [ 5550y = $(0dx

On integrating we have solution of the given DE

If the 1% order DE is of the form £ = X&)
dx  N(xy)

Such that both M(x, y) and N(x, y) are homogenous functions of same degree, then we say that the DE is

homogeneous.
Ex.

dy _ x?+y?
(1) dx Xy

dy ax+by
2 ==

dx a'x+b'y
(a and b are not zero at the same time; a’ and b’ are not zero at the same time)

If the DE Z—z = % is a homogeneous DE, then the equation can be converted to Variable Separable form if we

substitute y = Vx
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2.3.2 Exact Differential Equations
The DE Mdx + Ndy = 0 where M, N are functions of x and y is said to be an Exact Differential Equation if there exist
a function f(x, y) such that Mdx + Ndy = d(f (x,y))

Mathematical condition to check the Exactness of a differential equation is

an _ om
ax_ay

If M(x, y) dx + N (x, y) dy = 0 is an Exact differential Equation, then the solution of the DE is given by

fy=constM(x, y)dx + [(terms not containing xin N) dy = C

The function which, when multiplied to a non-exact DE converts the DE to exact DE.
EX.

@ y_12 is an integrating factor of ydx — xdy = 0

2 % is an integrating factor of x2dy — xydx = 0

2.3.3 Methods of Writing the Integrating Factors (I.F.)

(i) If M(x, y)dx + N(x, y)dy = 0 is a homogeneous DE, then L.F. = (Mx + Ny # 0)

Mx+Ny

1
(iIf Mdx + Ndy = 0 is of the form yf (xy)dx + xg(xy)dy = 0 then |L.F. = m, (My —N, #0)

(iii)For a DE, Mdx + Ndy = 0, 1If = (22 — 2%} = £(x), then e/ f®4x is the integrating factor.
N \dy dx
(iv)For the DE, Mdx + Ndy = 0, if = (2 — 21 = 4(y) then e/ 93)4¥ s the integrating factor.
M \ox ay

2.3.4 Leibnitz Linear Equation

The DE of the form Z—z + Py = Qwhere P, Q are functions of x alone, is called Leibnitz Linear Equation

Integrating factor of the equation is el Pdx

Solution of the Differential Equation is : y. e/ P4% = [Q. (e/ P4%) dx+ C where C is arbitrary constant.
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2.3.5. Non-linear Equations Convertible to Leibnitz Linear Form

Case-l

Z—Z+Py =Q.y"(n>1,n=+#1)
(P, Q are functions of x alone)
1y 1, _ 7

yrdx L yn V' T ym

y—n,d_y+y1—n_P=Q

dx
yl=n = z
_ndy dz
1-n)y "—==—
( )y dz dx
—ndy _ 1 adz

dx (1—-n) dx

1 dz
(1—n)E+ZP = Q

= Z—i + (1 —n)Pz=(1-—n)Q [Leibnitz Linear Equation]

Case-l11

o d
fO)+Pf) =Q
where P, Q are functions of x alone.
Let f(y) =z
o d d
= fO) g =o

Z—i + Pz = Q[Leibnitz Linear Equation]

2.3.6 Applications of 1st order DE

The rate of change of temperature of a body placed in an ambience of temperature T is directional proportional to
the temperature difference between the body and the ambient.

‘;—: o« —(T —T,) where T, — Ambient Temperature (T > T.)

dar

daT
=K -T),)
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The rate of growth/decay on any radioactive substance at any instant is directly proportional to concentration of the
substance that is available at that instant.

o MuN > For growth

dt
:>d—N—KN

= [~dN = [ Kdt

. d—N x —N — For decay
,an = —KN
dt

= log. N =Kt+C

= N = eXt¢

2.4 Higher Order Differential Equations

The general form of Higher order Differential Equations is given by

—1

Kld >+ Kyt Yr KL

4Ky =X il

dTLZ

If Ky, Ko, K3, Ka, ....Kp, X are functions of x alone then (1) is called Linear Higher Order Linear DE with variable
coefficients.
If Ki, Kz, K3, Ka, ....Ky are constants and X is a function of ‘x”alone, then (1) is called Higher Order Linear DE with

constant coefficients.

2.5 Higher Order Linear Differential Equations with Constant Coefficients

-2
The DE K1 4y -~ + Kz prpr=y >+ K3 o >+ ..+K,y =X .... (1) is said to be a higher order linear DE with constant

2
coefficients if Ky, Kz, Ks, Ka, ....Kj are constants and ‘X’ is a function of X alone.
If X =0, then (1) is called Homogeneous DE
If X =0, then (1) is called Non-Homogeneous DE.

2.5.1 Solution of Higher order Linear Differential Equation
Y=ye+yp
¥ — Complimentary function; y, — Particular Integral

(Solution of homogeneous part; (X = 0); (Solution of Non-Homogeneous Part; (X = 0))

1y

dnl

If K1 2y —+ K2 K + K,y = X .... (1) is a linear DE with constant coefficients.
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2.5.2 Rules for Writing the Complete Solution of (f(D))y = X:
(i)  Form the auxiliary equation of (f(D))y = X i.e. f(M) =0
(i)  Depending on the roots of the auxiliary equation (f (M) = 0), we write the complimentary function.
(iii)  Calculate the Particular Integral yp = ﬁX.
(iv)  Write the total solution of the equation y = y. + yp.
2.5.3 Rules for Writing the Complementary Function
(i) If the roots of f(M) = 0 are My, M,, M5, .... (M;, M,, M3, ... < Rational)
Then yo = C,eM* + C,eM2* + C3eMs*+..... where Cq, Cy, Cs,.... Are arbitrary constants)
(i) If the roots of f(M) = 0 are My, My, Ms...... (M, Ms...... € Rational)
Then yo = (Cyx + Cy)eM™* + C.eMs¥+....., Where Cy, Cy, Cs, .... are arbitrary constants).
(iii) If the roots of f(M) = 0 are My, My, My, M,. ... (\Where eM;, M,..... € Rational)
Then yo = (C1x% + Cyx + C3)eM* + CeMe¥+. ... (where Cy, Cy, Cs ... Are arbitrary constants)

(iv) If the roots of f(M) = 0 are & + i3, @ — if8, M3, M,.....then y. = e**(C, cos B x + C, sin § x) + CzeM3* +
CoeMe* ...

(v) If the roots of f(M) =0 area + if,a — if,a + if3,a — i, M5, Mg, ... then
Ve = e ((Cix + C;) cos B x + (C3x + Cy) sin B x) + CseMs* + CeeMe¥+.....

(vi)  Iftheroots of f(M) = 0 are @ + /B, @ — /B, M, My, ... then y, = e®*{C; sinh /B x + C, cosh[B x} +
CseM3* + CeMa*+ ..

(vii)  Ifthe roots of f(M) = 0 are & + /B, & — /B, a + /B, @ — \/B, M5, Mg, ... then y = e®*{(C,x +
Cy) sinh\[B x + (C3x + C4) cosh\[B x} + CseMs* + Cq.eMe*+....

2.5.4 Rules for writing the particular Integral

(i) IfX=e,
1 jax __1 _axg;
VP =758 ok (iff (a) # 0)
If f(a) = 0, then yp = x —— e%* (if f'(a) # 0)

fr(a)

If f'(a) = 0, then y,, = x2. e (if f"(a) # 0) and so on.

1
'@
Solve %— 5'% + 6y = e?*

Sol. Aux.Eq"->M?—-5M+6=0=>M =23
yc = Cie?* + C,e3*
e?* since f(2) =0

YP = b2 sp+e

1 2x 1 2x
=Yp = X e’ = x.
Yp (2D-5) 2(2)-5)
X p2X — _y p2X

—e
-1
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(i) If X = sin(ax + b) (or) cos(ax + b)
1 .
yp = msm(ax + b)
Replace D? by —a? in f(D)
If the denominator is the form CD + d then rationalize the denominator and replace D? by —a?

ay _cdy — g
Solve 2 T 6y = sin(2x + 3)

1 .
Yo = Siepre” sin(2x + 3)

a=2 =>-a’=-4
1 .
= yp = mSlTl(ZX‘F 3)

N _ 1 245D
Yo = 3550 * 2450

.sin(2x + 3)

245D
4-25(—4)

245D .
= Y = 3507 sin(2x + 3)=

sin(2x + 3) = 1.%4(2. sin(2x + 3) + 10.cos(2x + 3))

(i) IfX =x™

__1 m
YP =iy
= yp=[f(D)]Tx™
a2y _cdy 1o
Calculate yp for the D a7 5 o 1 7 6y = x

_ 1 x2
YP = b2 sp+e

_ 1 2

(v
- () )y e

=1~ 1(2- 5(20) + 2 25(2)]

1., 1 ,5x, 25

=Xt ===
6 18 18 108
1 5x 19
=-x?+ =+ —
6 18 108

(iv) IfX = eV, then

Y ax .y — ,ax_1
»Erm e V= e
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2.6 Method of Variation of Parameters

2
If the second order linear DE with constant coefficients is given by % +P Z—i +qy=X,and if y;. = Gy, + Gy,

then yp (Particular integral of the DE) is given by

x x
Yp = —ylf%dx+y2f%dx
Y1 }’2|

Where W — Wronskian of the solution, W = |7, /
Y1 Y2

2.7 Euler Cauchy Equation (Higher order linear DE with Variable Coefficients)

dn—zy
dxn—2

n-1 . dn—ly
dxn—1

The DE of the form x"% + K- x +ky-x"2 +oin Ky g x Z—z + K,y =X Where

Ki,K;, K3, .... K, are constants is called Euler-Cauchy Equation

2.7.1 Procedure to solve Euler Cauchy Equations

n—-1 n-—2

y n-—-2 d y
1+K2'x 3

dty d
n, n-1
Letx™ -+ Kix =

dx™=

dn—l 2 dTL—Z d
Ky X Ky X Ky )y = X

n 4" n—1
S L Kox™
(x dxn +Kix d

Letx =e? = z=log.x

XTE; ::E;::‘D
d? d (d
= m(E-1)=00-1)
d3
x3~E=D(D—1)(D—2)andso,on
1) ={DMD-1)(D-2)....... D-m-1)+KDD-1DD~-2).....0—(n—=2+.....K,_.D+K)}y =X
WhereD=i
dz

= (f(D))y = z — Higher order linear DE with constant

f(D) — Polynomial in terms of D with constant coefficients.

2.8 Partial differential equation

2.8.1 The general form of a 2" order Partial differential equation
The general form of a 2nd order Partial differential equation is given by

2 2 2
PNCACIY - NI L X
ox oy

+Feu=G
aXZ axdy ayz
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For the nature of the above equation to be
(a) Elliptic - B? -4AC<0

(b) Parabolic — B?> —4AC=0

(c) Hyperbolic —» B2 —4AC>0

2.9 Heat Equation

2
The heat equation in 1 — D is of the form, ou =i-au
2 c? ot

. Where ‘¢’ is a constant.

2.2
Solution of heat equation is given by u (X, t) = (1 cos Px + Cz. s in Px). ¢ pt

2. 10 Laplace equation

2 2
The Laplace equation is 2-D is given by 2X—l;+gy—l; =
2.10.1 Possible solution of Laplace equation
Possible solution of Laplace equation is given by
u(xy)= (cl-epx +c2-e‘px).(c3 cosPy +c,, ssinPy)
u (x, y) = (c,cosPx+Cysinpx).(cze™ +cye ™)

u(x,y)= (ex+¢y).(C3.y +¢,)

Where ¢4, Cz, C3, C4 are arbitrary constants and the solution is picked depending on boundary conditions.

Qad
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3.1 Vector Product / Cross Product

If G and b are two vectors, then the cross product of the two vectors is denoted by @ x b and it is given by @ x b =
lal - |E| -sin@-f

N

a
Fig. 3.1 Cross product

A — unit vector passing through the point of intersection of d and b and lying perpendicular to the plane containing
dand b.

~ . B " i j k
If C_i = a1i+a2j+a3k andb = b12+b2j+b3k then fiXb = laq a, a3
by by bs

3.2 Dot / Scalar Product

If @ and b are two vectors, then the dot /scalar product of the two vectors is denoted by d. b and it is given by d.b =
|d@| - |b| - cos @ where 6is the angle between the vectors d and b.

Note:
G- B)|" +|axb| =1dl?-|b|".cos?6 + |d[2 - |B]” - sin? 6 = || - |b|’
Ifd = a;i+ a,j + azk
b = byl + byf + b3k

a, by ¢
C_') = Clll\ + Czj + Cgk\ then (_i . (b X C_')) = [C—ibg] = [(_ibg] == az bz CZ
as bs ¢
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3.3 Differentiation of Vector Point functions

If R(¢) is a vector point function, then the derivative of R(t) is given by
RO _ o Re+aD-R@)
dt At—0 At

If B(t) = f(£) i+ g(t)] then 2L ‘”““ = 'O+ g' O]
Ex.

(t)

=costi—sintj

V A

If R(¢) =sinti+costj=
B R(1+ A1)

R(t + A1) dR(1)

A

R(7)

Fig. 3.2

3.3.1 Differentiation of Product of two vectors
% (a(t) b (t)) act) - db(t) d';—(tt). b(t)

(a(t) X b(t)) = d(t) x 220 ‘”’“) I ‘“Zf“ x b(t)

If F(¢) is a vector point function with constant magnitude, then F(t) - %ﬁ(t) =0.

If F(¢) is a vector point function with constant direction, then F(t) x %ﬁ(t) =0.

3.4 Del operator

The Vector operator %f + %j + % k is called the differential operator in vector and it denoted as Del (or) V

V=—L+—]+ k

3.4.1 Gradient of a Scalar Point Function

If ¢(x,y,z) is aScalar Point function, then the gradient (change) of ¢(x,y, z) is denoted by grad ¢(or)V¢ and it is
given by

(2742 AR =2y 0 00
v¢_(axl+ay+6zk)¢_6xl+6y]+6zk'
vp =274 2871 2%

T ox ay 0z
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Note:

If F(x, y, z) is irrotational vector field (V x F= 6), then definitely there exists a scalar point function @(x, y, z)

such that F (x, y,z) = grad @.

If ¢(x,y,2) = cisalevel surface then Vep|p(y, ,.z,) 9ives the gradient of ¢ (x, y, z) at Point" P ",
— e Vg (22 Y 4 (22 Y
ot (02, + (2], + G2,

Outward Normal Vector

o(x,y,z)=c

Fig. 3.3
— V|, gives the change of ¢ (x, y, z) in the direction Normal to the surface ¢ (x,y, z) = c at P(X, Y, 2).

3.5 Directional Derivative

If ¢(x,y,2z) = cis a level surface, then the derivative of ¢(x,y,z) at Point ' P ' in the direction of d is called

Directional Derivative of ¢ (x, y, z) in the direction of a.
It is given by

Direction Derivative = V¢|, - a

3 . cos0
ZV(Mp'ﬁz‘vd)'p“a"%:‘w)'p'COSO‘

Directional Derivative of ¢(x, y, z) at P in the direction of d is
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(I)(x,y:z): c

Fig.3.4

Directional derivative
DD = |V¢|, |- cos 8 where ' 6 " is angle between V¢ |,, and d.

For Directional derivative to be maximum cos =1 = 6 = 0°
=  The change of ¢(x,y, z) at Point' P ' is Maximum in the direction of Normal to ¢ (x, y, 2)

Maximum Change of ¢(x,y,z) at 'p’' = |Vé|,|

3.5.1 Del operated-on Vector Point functions

If Del is a differential operator and ﬁ(x, y, z) is avector Point function then the Del operator is operated on ﬁ(x, Y, Z2)
in two Ways.
(i) V-F— Divergence

(iiy v xF->Curl

If ﬁ(x, v, z) is a Vector Point function, then the divergence of ﬁ(x, v, z) is denoted by div ﬁ(or)v - F and for any

F(x,y,2) = B+ F,j + F,k the divergence is given by
. o, 09, 0J- . . >y DRSO

div-F = (al-}-@] +£k> . (Fxl-I-Fy] +sz) =E+E s

If div - F = 0, then F(x, y, z) is called Solenoidal (or) Incompressible flow Vector.

If F(x,y,z) is a Vector Point function, then the curl of F(x,y,z) is denoted by Curl F(or)V x F and for any
F(x,y,2) = B+ E,j + F,k, the curl of F(x, y, 2)is given by

curl F =V xF = (:—x?+ f+:—ZE) x (BI+EJ+Fk) =

ay

T §’|m .y
R
R =

If curl ¥ = 0: then F is called Irrotational Flow Vector.
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If $(x,y,2) and F (x,y,z) are a scalar point function and a vector point function respectively, then
(a) curl (grad ¢)=0
(b) div(curl F) =0
: _ 0% % 0% _ o
(c) div(grad ¢) = w2 T 272 + =V

0z2

If p1(x,v,2) = c; & Pp,(x,y,2) = c, are two surfaces intersecting at ‘P, then the angle of Intersection ‘0’ is given
by
VoilpVd2lp

cosf@ = ———-—
[7o1lp|Vh2lp]

3.6 Vector Integration

3.6.1 Line Integrals

If F(x, v,z) = EI+FEj+ FZI? is a continuous & differentiable Vector Point function at every point along the path

C, then the Integral of ﬁ(x, v, z) from Point ‘A’ to point ‘B’ along a path is given by ffc F-dr

where 7 = x7 + yJ + zk.

B B
f Fdr =f (R +E,J + ER) - (dxi + dyJ + dzF)
AC AcC
B
Py i/ TS
SW=F-dS
=W=[F-dS
A

Fig.3.5 Line Integral

If F(x,y,z) is Irrotational Vector Point Function, (i.e., Curl F = 0) then [, F - d7 is independent of the path

followed between the points A and B.
If F(x,y,z) is Irrotational Vector Point Function, then

ffﬁ -d7 = f: V¢ - dit whereF = V¢

=¢lp — dla
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3.6.2 Surface Integral

If F (x,y,2) =ETl+F,j+ le_c) is a continuous & differentiable Vector Point function at every point on a surface ‘S’,

then the surface integral of ﬁ(x, ¥, z) on the surface ‘S’ is given by fs F-ds

Where ds = ds. 7 and 7 is the outward unit normal vector to the surface at ds and
ds = d}fiy — d}i.tiz — dai.tiz:
[7.k| ey [7.g]

3.6.3 Volume Integral

If F(x,y,2) = Ei+ EJ+ F,k is a continuous & differentiable Vector Point function at every point over a volume

V, then the volume integral of ﬁ(x, ¥, z) on the volume “V’ is given by fV F-dv.

3.6.4 Greens Theorem: (Connects closed line Integral to surface Integral)

If F(x,y) = F,T+ F,j and if the first order derivatives of F,& Fyare continuous at every point with in a region ‘R’
bounded by a closed path ‘C’, then

jéﬁd* fde +E,d ﬂ <aFy aF")d d
r= X VA— . T L. |axay
C c 7 i r \ 0X ay

jQ(Md +Nd)—ﬂ(aN aM)dd
c i i r\0x 0y g

3.6.5 Gauss - Divergence Theorem: (Connects closed surface integral to a Volume Integral)

If °S’ is a closed surface enclosing a volume ‘V’ and F is continuous and differentiable at every point on the closed
surface ‘S, then the closed surface integral §, F.d$= ] J, div F.dv

3.6.7 Stokes Theorem: (Connect Closed line integral to surface Integral)

If F is continuous and differentiable at every point within a region ‘R’ (on a surface S) bounded by a closed path ‘C’,
then
gﬁcﬁd? = [[, curl F.dS

Qad
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4.1 Matrix

An array of elements in horizontal lines (Rows) and Vertical Lines (Columns) is called a Matrix.

Ex. A:[;ndla
a p a n

4.1.1 Size of Matrix

If a matrix has 'm' rows and 'n' columns, then we say that the size of the matrix is m x n (read as m by n)

a11 a12 a13 ......... aln
a21 a22 a23 --------- aZn

A=| - . . ;Az[aij]mxn suchthat1 <i<m,1<j<n anda;; = f(i,))
Am1i Amz Amzeeereeen Amn

4.1.2 Addition of Matrices
(i)  Two matrices A = [aif]an &B = [bij]pxqcan be added only if m=p &n=q.

(i)  Matrix Addition is commutative (A+B =B + A)
(iii)  Matrix Addition is Associative. A+ (B+C)=(A+B)+C

4.1.3 Multiplication of Matrices

The multiplication of two matrices A = [a;;] and B = [bij]pxq (= AByyxq) is feasible only if n = P.

Amxn Bp><q =C

ai1 Q12 413 bi1 by
A=Az Gz ap3 B =|by1 by
a3y A3z A33l;y3 bs1  bsal,,,

Aq1-b11 + ay3 - bay + a43.b31  Aq1by + agabs; + ag3bs;
Asx3Bsxy =| Gz1.b11 + G32.bpq + az3.b31  Gz1b13 + azzbs; + azsbs;
a31.b11 + a3y - byy +azz - b3y azibyp + azabyy +assbsal,
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4.1.4 Properties of Multiplication of Matrices

(i)  Matrix Multiplication Need not be commutative.
(i)  Matrix Multiplication is Associative (A(BC)) = ((AB)C)
(iii)  Matrix Multiplication is distributive (A(B + C) = AB + AC)
(iv)  The product of two Matrices A, xn, Bpxq (.. ABpxq) Can be a zero matrix even if A # 0&B # 0.
_[3 0].,_1[0 O _[0 0
Ex. A = [0 0],3_ 0 4] = AB = [0 0
* For the multiplication of two matrices A, & Byxq
(i) The No. of Multiplications required=mn g
(i) The No. of Additions required =m (n-1) q
4.2 Types of Matrices
(1) Upper triangular Matrix: A matrix A = [aij]; 1 <i,j < nissaid to be an upper triangular matrix if
(2) Lower Triangular Matrix: A matrix A = [aij]nxn; 1 <i,j < nissaid to be a lower Triangular Matrix
(3) Diagonal Matrix: A matrix A = [a;;],V 1 < i,j < n is said to be diagonal matrix if a;; = OVi # j
d 0 0
Ex.A=|0 d, 0. Diagonal Matrix is also denoted as A = diag|d,, d,, ds]
0 0 ds
. A : = . A kii=j
(4)  Scalar Matrix: A Matrix 'A' = [a;;] ; 1 < i,j < nis said to be a scalar Matrix if a;; = {0; 1%]
If K=1, then A — Identity Matrix,
If K= 0, then A — Null Matrix.
(5) ldempotent Matrix:
A Matrix 'A,,»,," is said to be an idempotent matrix if 4> = A.
14 -1
Ex. A= [12 _3]
a4 4[4 1[4 -1_14 -17_
= 4% A_[12 —3”12 -3 _[12 —3]_A
(6) Nilpotent Matrix: A non-zero matrix 'A,,.,," is said to be Nilpotent Matrix. if 3 a value 'n'such thatn € Z* and
A" = 0.
4 17 _ 2 _[4 —-11_10 O 2 _
Ex ;e _a=Aa=4a2= =l o=4=0
The least of 'n’ for which A™ = 0 is called Index of the Nilpotent Matrix.
(7)  Orthogonal Matrix: A matrix A is said to be orthogonal if A.AT =1
cosf —sinf] _
Ex. [sinH cos 6 ] -
(8) Involutory Matrix: A matrix A is said to be involutory if A? =1

Ex. [_21 _32] =A
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4.3 Transpose of a Matrix

For a given matrix A=[a;]; 1<i<m1<j<n, we say that 'B' where B=[b;], i<i<n
[ <j <m istranspose of the Matrix 'A"if a;; = bj;

4.3.1 Properties of Transpose of a Matrix
i) @N'=4

(iiy @B =BT .- AT

(iii) (KA)T = KAT where 'K'is a scalar.

4.4 Determinant

The summation of product of element of a row(or) column of a matrix with their corresponding Co-factors.
A-adj(A) = |A] -1

4.4.1 Properties of Determinants

(i)  If'A'isa Square Matrix of size'n X n "and 'k’ is a Scalar then
@ K- Apxnl = K™ - [Apxal
(b) ladj(A)| = A"V
© ladj(adj)| = (A"

(i) |AB| = |A|-|B]

(iii) 1(AB)"| = |B"| - |AT|

(iv) If two rows (or) two columns of a determinant are interchanged, then determinant changes its sign.

(v)  The determinant of an upper triangular Matrix/a lower triangular Matrix/a diagonal Matrix is product of the
principal diagonal elements of the Matrix.

(vi) The determinant of Every Skew-Symmetric Matrix of odd order (4,,x,)('m'isodd) is zero

(vii) The determinant of an orthogonal Matrix A,,5,, is +1

(viii) The determinant of an Idempotent Matrix is either O (or) 1.

(ix)  The determinant of an Involuntary Matrix is +1

(X)  The determinant of a Nilpotent Matrix is always zero.

(xi) If the product of two Non-zero Matrices A, x, # O; Bpxyn # O is a zero Matrix ((AB),xn = 0), then both |A| =
0& |B| =0.

(xii) If two rows (or) two columns of a Matrix are either equal or Proportional, then the determinant of the Matrix is
equal to zero.

(xiii) The number of terms in the general expansion of a'n x n' determinant is n!
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4.5 Rank of a Matrix

A real Number 'r" is said to be rank of a matrix 'A,,x, " if

(1)  All minors of order (r + 1) X (r + 1) and above are zeros and

(2) '3'atleast one Non-zero minor of order 'r x r' of the matrix 'A'".

It is mathematically denoted by p(A) =r

4.5.1 Properties of Rank of a Matrix

()  p(Amxn) < (m,n)
(i) p(AB) < min {p(A), p(B)}

4.5.2 Row Echleon Form

A Matrix A, «,iS said to be in row-echleon form if
(i)  Number of zeroes before the 1% Non-zero element in any row is less then number of such zeroes in its succeeding

row.

(i) Zero rows (if any) should lie at the bottom of the Matrix.

P (Amxn) = Number of non-zero rows in Row-Echleon form of A.

4.6 System of Equations

The given system of equations

can be written in Matrix form as

ai1 Q12 A13][*1 by
Az1 Az Az3||X2| = |by
x3 b3

az1 Gz Az

[an a1z ‘113]
az1 Q3 dzz

asz; dzz dass
X1 by
X3 b

j Ax=B l

Coefficient Variable Constants
Matrix Matrix  Matrix

a11%1 + Aq2X12 + Ay3x3 = by

A1%1 + z2X; + Ay3x3 = by

a31X1 + A32X; + Az3Xx3 = bs

The system Ax = B is said to be homogeneous system if B = 0.

The system of Ax = B is said to be non-homogeneous system if B # 0.
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4.6.1 Consistency of a non-homogeneous system of Equations

az1 Qzy Gz by
az; asz, asz bs

a1 G2 @443 by
For above system of non — homogeneous equations, Ax = B; Augmented Matrix = [A/B] =

(i) If p(A) = p(A/B) = Number of unknowns, then the system Ax = B has unique solution.
(i)  1f p(A) = p(A/B) < Number of unknowns, then the system has infinitely many solutions.
(iii) 1f p(A) # p(A/B), then the system has no solution.

No. of linearly independent solutions for a system of 'n' equations given by Ax =B isn — p(4)
4.6.2 Consistency of Homogeneous System of Equations

allx + alzy + a13Z = 0
a21x + azzy + a23Z = 0
a31x + a32y + a33Z = 0

ai; Q12 413X 0
Ax=0=|021 QA Qa3 M =|0| [A/B]=
szl lz 0

11 Q12 Qg3 0]
asz; asz

a
dz1 Az 43 O
a

a1 Q@32 (@230
If p(4) = p(A/B) = n (i.e |A| # 0); the system has unique solution.

3X4

(Trivial solution; x=0,y=0,z=0)
If p(A) = p(A/B) < n(|A| = 0); the system has infinitely many solutions (Non-trivial solution exists for the

system)

4.7 Linear Combination of Vectors

If 1,25, %3,...... , X, are 'n' rows vectors, then the combination kyx; + kyx, + kgxs+..... +k,x, is called linear
combination of x1, x,,...., %, (kq, ko, ks, ..... k,, are scalars)
(1)  The linear combination kyx; + kyx, + k3xz+..... +k,, x,is said to be linearly dependent if kyx; + kyx, +
k3xz+..... +kpx, = 0when kq,ky, ks, ..... , kn, (NOT All zeroes).

Ifx; =[a; by cil;xylaz by, c3];x3 =[az by c3], then the vectors x4, x,, x;are said to be linearly

a; by o
dependentif (a, b, c,| =0.
a; bz c3
(2)  The combination kyx; + kyx,+...... +k,xy,1s said to be linearly independent if kyx; + kyxo+........ +kpx, =0
Whenk1=k2=k3= ..... kn=0

4.7.1 Eigen Values and Eigen Vectors

For any square Matrix A,,»,, the equation |A — AI| = 0 where "\" is a scalar is called the characteristic equation.
The roots of the characteristic equation of a Matrix are called Eigen Values.
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4.7.2 Properties of Eigen Values
(i IfA,25,4,,...... , Azare 'n" Eigen Values of 4,,,, then

(@ Sum of Eigen Values of 'A'= 14,4, + A3+....+4,, = 2=, A; = tr(A) = Sum of Principal diagonal elements

(b) Product of all the Eigen Values of 'A'=4; -4, - A5 -...... A =111 A = |4]

(c) Eigen Values of A™ are AT, A7, A%,...... AR

(d) Eigen Values of adj(A) are ﬂ,ﬂ,ﬂ, ...... ,ﬂ

A Ay A3 n

(e) Eigen Values of A & ATare same.
(f) Eigen Values of k;A + k,I (Where k,and k,are scalar) are
kidi + ko kidy + ko kiAs + kg, kidy + ko, ...t kid, + k;

(i) ‘0" is always an Eigen Value of an odd order Skew-Symmetric Matrix.
(iii)  Eigen Values of Real Symmetric Matrix are always real.
(iv) Eigen Values of Skew-Symmetric Matrix are either zero (or) purely Imaginary.
(v) The Eigen values of an Orthogonal Matrix are of unit modulus.
(vi) If sum of all the elements in a row (or Column) is constant (= k) for all the rows (or columns) in the matrix

respectively, then 'k' is an Eigen Value of the Matrix.

a; by o
Ex. IfA= a; bz Cy andifa1+b1+cl:a2+b2+C2:a3+b3+C3:k,
az bz c3

then 'k’ is an Eigen Value of 'A'.
(vii)  The Eigen Values of an upper triangular Matrix, a lower triangular Matrix, a diagonal Matrix are the Principal

diagonal elements of the Matrix.

4.8 Eigen Vector

A non-zero column vector X, is said to be an Eigen Vector of A,,,, corresponding to the Eigen Value "\, if AX =
AX(X # 0).

4.8.1 Properties of Eigen Vectors

(i)  Eigen Vectors of A & AT are not same.

(ii)  Eigen Vectors of A & AM are same.

(iif)  The Eigen Vectors of a Real Symmetric Matrix are always orthogonal.

(iv) The number of linearly independent Eigen Vectors of '4,,.,," is equal to number of distinct Eigen Values of '4,,.,,".

4.8.2 Cayley Hamilton Theorem

Every Matrix satisfies its own characteristic equation.
aaa
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5.1 Random Experiment

The experiment in which the outcome is uncertain is called a Random Experiment (RE).

Ex. Flipping a coin, rolling a pair of dice, Picking a ball from a bag.

5.1.1 Sample Space
The set containing of all the possible outcomes of a random experiment. It is denoted by 'S'".
If RE is flipping a coin, S = {Head, Tail}
If RE is rolling a dice, S = {1,2,3,4,5,6}

5.2 Event

Any subset of sample space 'S' is called as Event.
Ex. If RE is flipping a coin, then occurring of a Head is an Event.
If RE is rolling a dice, then getting an odd number is an Event.

5.2.1 Probability of an Event

If 'A" is any event with in the sample space 'S' of a Random experiment, then the probability of event 'A'" is given by

P(A) __ No.ofoutcomesfavouringevent'A'tohappen _ n(A)

Total number of elementsin 'S’ n(s)

Probability of getting an Even Number when a dice is rolled.
P(Even Number) :% =0.5
S={1,2,3456}, A={24,6}

5.2.2 Axioms Probability

(i) If'A'is any event with in the sample space 'S'of a RE, then 0 < P(4) < 1
0 <|n(A)|<n@d)
n©S) [nE] n@)

0<P(A) <1
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(i) P(S)=1
When a RE is conducted the experiment yields a possible outcome.

5.2.3 Types of Events

If A, B are two events within a sample space 'S', then A & B are said to be mutually exclusive if AnNB = ¢.

Ex. If 'A'is the event of getting a prime number when a dice is rolled and 'B' is the event of getting a composite number
when a dice is rolled then
S={1,23456}, A={235},B={46}=>AnB=0=>P(ANnB)=0

S

Fig. 5.1 Mutually exclusive event

If 'A', 'B' are two events with in a sample space 'S', then ‘A" & 'B' are said to be mutually exhaustive if AuUB=S
Ex. If'A'is the event of getting an odd number when a dice is rolled and 'B' is the event of getting an Even Number,

then

AuB=S
$={1,2,3,4,5,6}
A={1_35} B={24,6}
=AuB=S

Fig. 5.2 Mutually exhaustive event

Two events 'A' & 'B' with in the sample space 'S' (or) with in two different sample spaces 'S;' & 'S," are said to be
independent if P(A m B) =P(A) - P(B).

S, S

%)

Fig. 5.3 Independent event
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The event with zero probability is called on Impossible Event P(¢) = 0.

5.3 Addition Theorem of Probability

If A, B are two events with a sample space 'S' of a Random Experiment, then
P(A U B) =P(A) + P(B) - P(A N B)
n(AuB) =n(A) +n(B) —n(ANB)

neS nd nE nE

Fig. 5.4 Addition theorem
= P(AuB)=P(A)+PB)-P(ANnB)
When A, B are mutually exclusive event, A n B = ¢.
= PANB)=0
P(A U B)=P(A) + P(B)
e IfEy, Ep Es,....... E, are mutually exclusive events (Ein Ej= ¢), then P(E; U E; UEs U ....... UEy)=XL, P(E)

5.3.1 Conditional Probability

The probability of heppening of event 'A" when it is known that event 'B' has already occurred is given by P(A/B)
P(ANB) n(ANB)
P(B) ~ n(B)

P(A/B) =

5.3.2 Multiplication Theorem of Probability
If A, B are two events within a sample space 'S', then P(A/B) - P(B) = P(B/A) - P(A)

P(A/B) = % = P(ANB) =P(4/B) - P(B) » (1)
P(BIA) = Pf(z)‘” = P(BNA) =P(B/A)-P(4) - (2)
From (1) & (2)

P(A/B)-P(B) = P(B/A) - P(4)
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5.3.3 Total Theorem of Probability

If Eq, E, Es,...... Eyq are 'n" mutually exclusive (E; N E; = ¢; Vi # j) and collectively exhaustive event (E1 U E; U Es

U, w Eqn=S) and 'A'is any event with in the sample space 'S', then

P(A) = P(E;)-P(A/E)) + P(E;)-P(AJE)+...... +P(E,) - P(A/E},)

P(A) =3 P(E,)-P(A/E})
i=1

5.3.4 Baye's Theorem
If E1,E2Es,...... En are mutually exclusive (E; N E; = ¢Vi # j) and collectively exhaustive event

(EyUE,UE;U....... U E, = S) and 'A"is any event with in the sample space 'S’, then
P(E;) - P(A/E;
P/ A) = D) PCATED
i—1 P(E;) - P(A/E})
S
El'l

Fig. 5.5 Baye’s theorem

5.4 Statistics

Statistics — Collection and Analysis of Data
Ungrouped data / Row data
Data {
Grouped Data

5.4.1 Analysis of Ungrouped Data

If X1, X2, X3, ....... ,Xp are 'n' observations, then
(1) The range of the data = R = max{xy, X, ....... Xn} —Min{Xq, Xo, X3, ....., Xn}
(2)  Arithmetic mean : Mean of the data is equal to sum of observaions divided by the total number of observations.
2 (or) X1+ X+ +x,  (Xix
x(or = = =X =
Hu n n H
(n(n+1))
) n+1

e The mean of 1% 'n' natural numbers =

2

n

e The mean of 1% 'n' odd numbers == = n

n =
e The mean of 1% 'n' even numbers = n +1
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5.4.2 Median
The middle most observation of the data (xq, x5, x3,..... X,) When the data is arranged in either ascending or
descending order.
If X1, X5, X3, X4, 0. X, are 'n' observations that are arranged in ascending/descending order then

n+1

th
(i)  Median of the Data = (T) observation, if 'n" is odd.
.e . n th n th . . .
(i)  Median of the Data = Mean of (E) & (E + 1) observations, if 'n' is even.

5.4.3 Mode

The observation with highest frequency is called mode.
Any Data with two Modes is called — Bimodel Data

_ X1 +Xo+ ot Xy

Ifxq, % %3,...... , X, are 'n' data points, x = u = ~
Mean Deviation of the observation (x;) = d; = x; —
xll
] il e, %
H=X T
.I id]o L] o ;dn
d,
————+—+—+ RIS
QRS 4 sl Ul NI T, n

Fig. 5.6 Discrete data

Sum of derivations of all the observations = Xd; = (x; — %) + (%, — X)+...... 0+ (xp —%)
=2d; = (x; +x+..... +x,) — nx

The sum of mean deviations of all the observations is equal to zero.

5.4.4 Absolute Mean Deviation

If X1, X2, X3,....... ,Xn are 'n' data points with Mean = x, then the absolute mean deviation of x; about x is given by
|d;| = |x — x|
The sum of absolute mean derivations of given data is not zero.
Zldil #0) = (|x; — x| + |xg — X|+........ +|x, — x| #0)

5.4.5 Standard Deviation

If X1, X2, Xa,...... ,xn ('n"is very large), then the standard deviation of the data is given by

Population Standard Deviation o = /%Z(xi — x)? , n—> size of population

1
(n-1)

Sample Standard derivation: ¢ = J X (x; — x)? , n— size of sample

Generally (n > 29 — population) (n < 29 —sample)
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5.5 Random Variables

The variable that connects the outcome of a Random Experiment to a real number.
Ex. 'X'is the value of the number that a dice shows when it is rolled.

Discrete RV ~ — The RV whose value is obtained by counting
Random Variable ~{

Continuous RV— The RV whose value is obtained by Measuring

 |f a data consists of 'f;' datapoints with value 'x;’,’f," data points with value 'x,"...... 'f,/ data point with value 'x,,
then
(i) Expectation of 'X' = E(x) = Y, x;P(x = x;)
(ii) Variance of ‘x’ =02 = E(x?) — (E(x))? and o is the standard deviation.

5.5.1 Continuous RV

The value of the Random Variable is obtained by Measuring.

5.6 Probability distribution Function (Pdf)

A continuous & differentiable function P(x) is said to be a probability distribution/density function of a continuous
random variable 'x' if P(a < x < b) = f; P(x)dx

5.6.1 Mean (or) Expectation

If P(x) is a probability distribution/density function of a continuous Random Variable 'x' then the Mean of 'x' = E(x)
= f_woox - P(x)dx

5.6.2 Median

The value of 'x' for which the total probability is exactly divided into two equal halves is called Median.

5.6.3 Mode

The valueof 'x' at which P(x) is maximum is called mode.

5.6.4 Variance

V=0?=E@x?) - (E(x)*

= 0?2 = foo x2 - P(x)dx — <foox : P(x)dx)
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Y=P(x)

x=Median

NN

<

Fig.5.7 Continuous random variables

5.7 Continous RV Distributions

If X' is a continuous Random variable with mean 'n' and standard deviation 'c', then the probability
distribution/density function of normally distributed variable 'x' is given by

i
1 2c°
P o

P(x)

X 11 06
; x=p

l X—&G x—p++0 l
X=U-20 x=ut+2c
x=pu-3c X=p+3c
Fig.5.8 Normal distribution
Mean = Median = Mode =
Plu—o<x<u+o)=0.6828
P(u—20<x<u+20)=09544
P(u—30c<x<u+30)=09973

P(x) = -
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72

. - 1 -z
Assuming z = =4 = 0;0 = LP(2)=p=e7
P(-1<z<1)=0.6828

P(—2 <z <2) = 09544

P(-3 < z<3)=0.9973

Note:

The normal distribution curve is bell shaped curve

The points of infelection of the normal distribution curve areat x = p + o and x = u — o.
The cumulative function graph is of ‘S’ Shape.

For a given normal distribution, Mean = median = Mode

oD E

If 'x" is a uniformly distrbuted random variable such that a < x < b then the Pdf is given by

B s

L Py dx

T -a)a
(Mj = Mean
2

Mean = f:x - P(x)dx =f;x : ﬁdx

_ 2
= Variance = ¢? = %
- . _ _ (b—a)
Std.deviation= ¢ = T
y = P(x)
K :V// :
%
O X=a X = b X

Fig.5.9 Uniform distribution
5.7.1 Properties of Mean and Variance
E(ax+by)=a-E(x)+Db-E(y)
V(ax + by) = a? - V(x) + b% - V(y) — 2abCOV (x,y) where COV (x,y) = E(xy) — E(x) - E(y)
If X,y are indpendent random variables, then E(xy) = E(x) - E(y) = COV(x,y) =0
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If 'x" is a contrinous random variable with mean as %then the exponential distribution of X' is given by the function

_ (A e ;x>0
f) { 0 :otherwise

_1
Mean—l

2 _1
O'—/12

Mean = Standard Deviation = %

P(x)

> X

Fig.5.10 Exponential distribution

5.8 Discrete Random Variable Distributions

5.8.1 Binomial Distribution

If a Random experiment has only two Possible outcomes, (one is Success & other is failure) and the Probability of
Success doesn't depend on time, then the probability of occuring of exactly 'r-successes' in 'n-trials' is given by
P(X'=r) =G P ighsT
Where, P — Probability of Success,
g — Probability of Failure
p+tg=1

Mean = np,Variance = npq = 2, standard deviation = =./npq

5.8.2 Poisson Distribution

If a random experiment has only two possible outcomes, and the average number of successes in a given time 't' is A,
then the probability that exactly 'r' successes occur within the same time 't' given by

e AT

r!

P(x=71)

Mean = A.

_ o e—l,)’x N o 2 e_’1~/1x
Mean = %220 x - o= E(x*) = X3zox” -

x!
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Ax
(x—1)!

=t X7 = E(x?)

Ay ygw AT
e A Zx:O x—1)!

et aft+i+s+24 )
=e* 1-et=1=E®)

0% = E(x*) — (E(x))?
=2+1-22=2

=02 =1

Probability and Statistics

1 woo  xZA¥
*=0 x1(x—1)!

= e

Ax-A¥1
(x=1)!

=e*. Z?:o

A ve (G- axt
et A 2x=°{ (x-1)! +(r—1)!}

=e* Mr-et+et}=22+12
For Poisson distribution,

Mean = Variance = 4
So=VI

aad
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6.1 Solving System of Linear Equations

6.1.1 Gauss Elimination Method

Ay1%; + Q12X + Ag3%3 = by
Let the given system of linear equations be a,x1 + A%, + az3x3 = bz} =>AX =B
az1Xx1 + azzx; + azzxz = by
a;1 G2 43 by
Augmented Matrix = [A|B] = |az1 azy ay3 by
az1 Qs azz bs
By Row transformations, we convert the above matrix to row echelon form and then we go backward substitution.
11 Q12 Qi3] xg by
|0 ap a%3] [le = | b3
0 ML ol Mals e pit

= aj1X1 + A12Xp + ai3X3 = 0
abyXy + ah3X3 = by
a3x; = by
By solving the above equations, we get the values of the variables.
Note:

While applying row transformations, zero pivot elements are avoided by swapping the rows of augmented
matrix.

A11X1 + Q12X3 + A13%3 = by
Let the given system of linear equations be a,x1 + ayx, + ay3x3 = by = AX =B

az1X1 + AzX; + agzx3 = by
The coefficient matrix A, is split into the product of an upper triangular and a lower triangular Matrix.

A=LU
=>LUX=B

Taking UX =Y we get AY =B
On Backward substitution , we get the elements of the matrix Y.
Since UX =Y, on forward substituion,we get the value of X.
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6.2 Solution of Algebraic Equations (Non-Linear)

6.2.1 Bracketing Methods

In all the bracketing methods, to find the root of an equation f(x) = 0, we assume an interval [a, b] such that
f(a). f(b) < 0, then we develop an iterative scheme for evaluating the iterates.
Method Iteration formulae

(1) Bisection Method (1)c=%2
2

(2) Secant Method @ _ af(0)-bf(@

F)-f(a)

6.2.2 Newton Raphson Method

To find the root of the equation f(x) = 0, we assume an initial guess x = x, and the iterative scheme for the iterates
is given by the equation
Il f ()

w T

Note
For the convergence of Newton Raphson method, |f(x). f" (x)| < |f'(x)|?.

6.2.3 Rate of Convergence Values of iterative Methods

(1) Bisection Method -1

(2) Regula - Falsi Method -1

(3) Secant Method —1.618

(4)  Newton — Raphson Method -2

6.3 Numerical Integration

6.3.1 Trapezoidal Rule
If f(x) is continuous on [a,b] and differentiable on (a,b) then the value of ff f (x)dx evaluated using 'n' sub intervals
is given by fab fx)=dx==-[(f(a) +f(b)) +2(f(a+h) + f(a+ 2h)+...... +f(a+ (n—1))h)]

(Vo +yn) +2(y1 +y2 + y3+. ... +¥Yn-1)]

NI N>

(i)  The order of the fitting polynomial is 1.
n(b—a)?
12n3

3
(i)  The error involved in Trapezoidal Rule is = %| Max. of f'(x) in [a, b] |= | max. of f"(x) in [a, b] |

(iii)  Trapezoidal Rule gives exact results for Polynomials of order < 1
(iv)  Asnumber of subintervals increases, the accuracy of the result increases.
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6.3.2 Simpson's 1/3r4 Rule

If f(x) is continuous on [a,b] and differentiable on (a,b) then the value of f; f (x)dx evaluated using 'n' even number

of sub intervals then the value of the integration is given by

b h
J FGOdx = [o + y) + 41 + s +Yst yno1) + 2072 + 4y + Vet

(i)  The order of fitting polynomial — 2 (Quadratic)
(i) Simpons rule gives the exact results for all the polynomials of degree < 2.

(iii)  Error in volved in the integration = 1% Imax of f*(x)in[a,b]| where f* (x) is the fourth derivative of f (x)

6.4 Numerical Solutions of a 1st Order DE

6.4.1 Explicit Euler Method (or) Forward Euler Method

For a given differential Equation, Z—z =f(x,y)

D = 1)y, = 272 (Forward difference)

axly; Xit1—X{
We h dy| _
e have EL = f(x, Y)l(xl'%)
Yit1=Yi
= === f(xuy)

=y =Y +h ()|
“a Explicit Euler Method

y r'y
y = f(x)
yrl -------------
' SEEEEREREE Al Forward Point
 h
P :4—
& > X
O X' xxﬁl

Fig.6.1 Forward Euler method

6.4.2 Implicit Euler Metohd (or) Backward Euler Method

dy

Ix Yin = f(Xi41, Yi+1)

d_y _ _ Yi+17Yi
dxly, =f(x y)l(xi+1,Yi+1) T Xip1—Xi

Vier—Yi
= % = f(Xi+1, Yi+1)

12 Yie1 =y + 0 {f (s, Yie D}
N Implicit Euler Method

GATE WALLAH MECHANICAL HANDBOOK

12.49



Numerical Methods

5

y A
y =1(x)
Y:—l T
Yi 7 A
. i h
—p :‘_
é l » X
O X, \X,-u

Fig.6.2 Backward Euler method
6.4.3 Modified Euler Method

For a given differential Equation, % = f(x,y)

h : .
¥ =y + > {f(xi,yi) + f(Xirn, v }where yPlis the predicted value.

And the predicted value is calclated using one of the Explicit (or) Implicit Euler Methods. ( Mostly Forward method
id used)

6.4.4 Runge - Kutta (R-K) Methods

For a given differential Equation, Z—z = f(x, y) with the condition f(x,) = vy,

() R-KZ1*order Method : Forward Euler Method

(i) R-K2"order Method : Modified Euler Method

(ili) R-K 3" order Method :The iterative Scheme is given by y; ., = y; + % (ky + 4k, + k3)
Where
ky = f(x, 1)

h k
ko = f(xi TV +71)
kz = f(x; + h,y; + k)
(iv) R-K 4" order Method :

The iterative Scheme is given by y; 1 = y; + % (ky + 2ky + 2ks + ky)
Where

ky = f (o yi)

k, = f(xi +§'J’i + kl)

2
h k
ks = f(xi + 2.V +72)
ky = fxi+hy +ks)
Multi step methods Includes Adams- Bashforth Methods
aaao
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COMPLEX CALCULUS

A number of the form z = x + iy where X, y € R is called a complex number.
x is called real part of z.x = Re(z)
y is called real part of zy = Im(z)

7.1 Modulus - Amplitude form of a Complex Number

Every Complex number z = x + iy can be written as z = r.e!® where
r = \/xz + y2 is called the modulus of the complex number and

tan~t (Xj is called the amplitude (or) argument of the complex number.
X

D
|

e® = cos O +i.sin®=cos 6O and
cos 0 —i.sin O

[¢]
S
1l

7.2 Arithmetic Operations with Complex Numbers

If 1 = xq + iys and z, = X + iy» are two complex numbers then

() z2£22=(Xa £ X)) +i(y1£Y2) (1) 21 - 2= (Xa X2 — Y1 Y2) + i(Xay2 + X2y1)
iy & = (X + y1y23+ '()Z(Zyl —%Y2) (V) |22 + 22 < |2a] * 2]

Zp X2 +Y2
V) l-zl>||z]-|2]| (Vi) |21+ 2o + |21 — 22 = 2(j2af + |22

If r1, 01 are modulus and amplitude of a complex number z; and r», 6, are modulus and amplitude of a complex number
Z, respectively, then

(i) The modulus of z; - zz is r1 - r; and the amplitude of z; - 22 is 01 + 02

N A ; . 7 .
(i) The modulus of X is -+ and the amplitude of L is 01— 62.
L h 23

If z=x + iy is a complex number, then the conjugate of the complex number is given by z* (or) Z = x—iy.

72+7
Re(z) =
(2) >
7-7
and Im(z) =
@ 2i
-7 = |7

GATE WALLAH MECHANICAL HANDBOOK 12.51



Complex Calculus @

5

7.3 De-moivers Theorem

If z=r- cos 0 is a complex number, then
(i) z"=r"-cosndif‘n’is an integer.
(i)  One of the values of z" = r" - cos n6 if ‘n’ is a fraction.

If n :5 , then the n values of z" are given by r" - cos(2nz + 0) [Bj where n=0,1,2,3...... g-1.
q
The cube roots of unity are given by 1, o, o* where o = —%+i(§}

The cube roots of unity when plotted on an argand plane form an equilateral triangle.

7.4 Standard Complex Functions

If z=x+ iy is a complex number, then
(i) Inz= %~In(x2+y2)+i~tan‘l(l)
X

(i) exp(z)=¢€"-(cosy+isiny)

7.5 Periodic function

A complex function f(z) is a periodic function if there exists a complex number ‘k’ such that f(z) = f(z + k)
Ex. The function f(z) = €” is a periodic function with period 2i.

7.5.1 Analytic Functions

A function f(z) is said to analytic at a point z = zo If the fucntion f(z) is differentiable at the pount z = z, and also at every
point in the neighbourhood of z.

The mathematical conditions for a function (z) = u(X, y) +i.v(X, y) to be analytic at a point zo = o + i Yo IS
ou ou ov ov

i) —,—,—,— are continuous and differentiable at (xo,
() X oy X' oy (Xo, Yo)
(i) A =@ and A = _v . These set of euations are called Cauchy — Riemann (C-R) Equations .
oX oy oy oX
Note:

If the function f(z) = u(x, y) + i.v(x, y) is analytic then
(i) Both u(x, y) and v(x, y) satisfy laplace equation.

. o’u o%u
|.6. —2+—2 =0
ox: oy
2 2
and %+% =0

(ii) The family of curves u(x, y) = ¢1 and v(x, y) = c; are orthogonal to each other.
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Cauchy — Riemann Equations in polar form for the function f(z) = u(x, y) + i.v(x, y) are given by

6_u B 1 oV
o r o
ou ov
and — = —r-—
00 or

7.6 Complex Integration

If f(z) = u + iv is continuous and differentiable at every point along a path ‘C’ , then the evaluation of f(z) along the pathe
‘C’ is given by
jc f(z)dz = L(u +iv) (dx +idy) =jc(u dx —v dy) +i L(u dy +Vv dx)

Note:

If the function f(z) is analytic, then the integral _LZZ f (z)dz is independent of the path connecting the complex numbers
1

Z1 and 7.

7.6.1 Cauchy Integral Theorem

If the function f(z) is analytic at everypoint with in a closed path ‘C’ then (j‘)C f(z)dz =0.

Note:
If the function f(z) is analytic at everypoint with in a closed path ‘C’, except at the point z = zo, then

<j.> @ z)”dz _ 0,if n#-1
0 " \oniifn=-1

7.6.2 Cauchy Integral formula
_ 9@

Iff() = — ot T

o) is analytic at every point with in a closed path ‘C’ except at the point Z = 7, then

qSCf(Z)dZ - @C d)(Z) dz =2mi - (d) (ZO))

(Z z )n+1

Where (¢"(20)) is the n™ derivative of ¢(z) at the point z = zo.

7.7 Taylor Series and Laurentz Series

(i) Taylor series: If the function f(z) is analytic at every point with in a circle with centre at z = z, then for any point z with
in the circle,

) = Y7 a0 (2-2)

where an = (ij <j.> f(z) dz
2 (z—-2 )“Jrl
(if) Laurentz Series: If the function f(z) is analytic at every point with in a region bounded by two concetric circles C and C
with radii r, ry respectively (r > r1) with centre at z = z, then for any point z with in the region,

f(Z) = Z;o:oan . (Z - ZO)n + Z:lebn : (Z - ZO)_n
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1 f(2)
h n = | — |- —2 _d
where a (Zni) (jsc(z—zo)”*l z
1 f(2)
d b = |—| —
an (ZTEJ @O.L(Z_ZO)—n+l z
Note:

All the formulaes above for the cyclic integrals are for counter clockwise sense by default, if the questions are asked
for clockwise sense, the answer evaluted using above formulaes should be written with sign change.

aad
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